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Statement of the Problem 

 

Suicide is a leading cause of death in military personnel (WHO, 2016). Current practices in 

predicting suicide attempts are limited in timing and accuracy (Bentley et al., 2016; Chang et al., 

2016; Franklin et al., 2016; Ribeiro et al., 2016). Identifying individuals at risk for suicide with 

the use of machine learning in social media posts and medical databases are new approaches to 

suicide prevention. 

 

Summary of the relevant literature 

 

Social media has become a platform for individuals to express suicidal thoughts, behaviors, and 

intent (Ahuja et al., 2014; O’Dea et al., 2017).Identifying individual users of social media who 

may be at risk for suicide using human coding (O’Dea et al., 2015; Mowery et al., 2017) and 

machine learning (Abboute et al., 2014; Varathan & Talib, 2014) is possible. However, the 

application is not yet practical (Christensen, Batterham, & O’Dea, 2014), ethical (Lavot, Ben-

Zeev, & Neville, 2012), acceptable (Orme, 2014), or necessarily warranted (McGee et al., 2013) 

for outreach purposes related to social media posts.  

 

The use of machine learning (ML) is relatively new in the field of clinical psychology, 

specifically in its use to predict suicide risk. ML implements algorithms to classify complex 

problems. Recent meta-analyses demonstrated that the ability to predict suicide attempts requires 

a complex combination of hundreds of risk factors which ML may be better suited to analyze 

over traditional techniques (Franklin et al., 2016). ML studies support that this approach is 

promising in providing discriminative accuracies for suicide attempters (Delgado-Gomez et al., 

2012; Mann, Ellis, Waternaux, & Liu, 2008). Research in progress attempts to explore ML 

longitudinally and with larger number of suicide attempters to explore the utility and accuracy of 

suicide prediction.  

 

Another approach to predicting increased rates of suicidal posts on social media is the use of an 

autoregressive integrated moving average (ARIMA) data analysis, to identify and predict trends 

in communication about depression and suicide (McClellan et al., 2016). Timely dissemination 

of public health messages could help agencies influence health behaviors when these trends are 

identified. In turn this could facilitate recognizing and responding to anticipated and 

unanticipated events that may influence an increase of social media postings on suicidal 

thoughts, behaviors, and intent. 

 

Twitter has received extensive attention on analyzing social media content. This is likely due to 

the large amount of postings which are all available publicly; other social media can be protected 

by privacy settings. Studies involving Twitter use automatic and coded linguistic analyses of 

suicide-related Twitter posts. When comparing matched non-suicide related Twitter posts to 

suicide-related posts, strong linguistic suicide posts were differentiated by higher word counts, 



increased use of self-referencing, greater anger, and increased focus on the present related to 

time of death (Baddeley, Daniel, & Pennebaker, 2011; Fernandex-Cabana et al., 2012; O’Dea et 

al., 2017). However, studies have also found that positive emotions near the time of death were 

linked to death by suicide (Lester, 2009; Lester & McSwain, 2011). Increased use of content 

related to self-referencing may be related to a sense of hopelessness and social withdrawal 

(O’Dea et al., 2017). 

 

A study of 2.73 x 10
9
 tweets in a 12 week period investigating emotion mapping and mental 

health outcomes found that rage and suicide rates were significantly correlated (Larsen et al., 

2015). The availability of emotion mapping to detect changes can provide information regarding 

burden and fluctuation in suicidal thoughts and behaviors. This may be useful in the 

identification of suicide related tweets (Larsen et al., 2015). Research supports that there is a 

virtual community within social media outlets that can have a level of social contagion; 

individuals with higher risk for suicide-related behaviors have a high degree of connectivity with 

other authors of suicide content (Colombo, Burnap, Hodorog, & Scourfield, 2016). The risk of 

contagion through social networking sites is especially high for adolescents and younger 

populations.  

 

There is case evidence that shows Facebook postings were linked to self-harm, substance misuse, 

and suicidal intent (Barrett et al., 2016). Recently, Facebook announced that algorithms are being 

tested to identify content related to suicide or self-injury for prevention efforts. Groups and 

prevention organizations are already using Facebook for outreach purposes, however this is only 

on a scale of individuals that are a part of the group forum or that reach out personally. No 

research has been conducted on this prevention method.  

  

Gaps in the literature 

 

There are several different venues for social media, none of which are standardized. Research is 

emerging in other social networking outlets such as Tumbler (Cavazos-Rehg et al., 2016) and 

responses to YouTube videos (Lewis et al., 2012) where individuals may express suicidal 

behaviors and intent to die by suicide. Currently this literature is limited in its coding for themes 

and has yet to include a model of prediction of suicide or near-death attempts.  Identification is 

not accurate enough to create or model an intervention from social media platforms.  

 

New social media platforms, such as Snapchat and Instagram, where an individual can post 

pictures of suicide-related thoughts and behaviors, are becoming increasingly common (Chhabra 

& Bryant, 2016). Some of the media platforms will evolve and combine multiple platforms like 

microblogging in China (Weibo). The growth of discussion forums and the cross-cultural 

influence of globalized social media could account for the difficulties in generalization. 

Individuals are also known to use multiple platforms and handles. Other countries are also 

creating ML algorithms and classification models within their social media sites (Guan et al., 

2015; Won et al., 2013).  

 

Further development of AI/ML models is needed to determine not only the feasibility of utilizing 

such models for risk detection, but whether the methods are valid and reliable (O’Dea et al., 

2017). There are some ethical concerns regarding whether or not it is acceptable to contact users 



due to posting content.  Additional research may be needed using machine learning with virtual 

communities, followers or friends, and sharing of information (such as retweeting links) with 

suicide-related content (Colombo, Burnap, Hodorog, & Scourfield, 2016). 

 

Recommendations 

 

Although AI/ML methods appear promising for identification of suicide risk expressed via social 

media all current research has been conducted with civilian samples and questions remain 

regarding reliability and validity of models. Work is expanding rapidly in these areas, but there 

are no clear evidence-based approaches to recommend to the Department of Defense which 

might assist in identifying high risk for suicide service members based on the content of their 

social media posts. 
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